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Abstract

“Our main concern in philosophy and in science should be the search for truth.  Justification is not the aim; and brilliance and cleverness as such are boring.  We should seek to see or discover the most urgent problems, and we should try to solve them by proposing true theories…; or at any rate by proposing theories which come a little nearer to the truth than those of our predecessors.…a theory is true if and only if it corresponds to the facts” (Popper, 1972).

A recent book (Kennedy, 2001) presents a novel and unifying theory regarding the role of action in ecosystems.  This theory was advanced in the spirit of science as objective knowledge, so dear to the late Karl Popper.  It consists of a set of statements aiming to test the relevance to ecosystems of action, a physical property with physical dimensions of angular momentum.  Like energy, action provides a measure of mass and relative motion; but in their nature, energy and action are as distinct as chalk and cheese since energy is to action as cause is to effect.  It also emerges that impulsive energy transmitted between molecules is continuously required to sustain their action, providing a realistic definition of the property of entropy as the measure of the total thermal energy needed to achieve a given temperature.  The analysis shows that action is nature’s means of expressing feedback or information, achieved as an exact integral of the total energy content of a system (kinetic plus potential) at any given temperature.  Estimating the action gives a remarkably simple means of calculating entropy and other thermodynamic properties.  Moreover, the action theory may give better solutions to outstanding problems of biology such as the need for adenosine triphosphate (ATP) as the energy currency of self-organising life systems, predicting the tertiary folding of proteins from the amino acid sequence, the efficient expression of the information of the genetic code (Kennedy, 2000) and the nature of consciousness.

The action theory allows metaphysics a more positive role in science for many topics of interest to Popper, such as realism versus instrumentalism, the idea of propensity in probability and quantum theory and the means of growth of objective knowledge.  Popper proposed that new theories should present some simple, unifying but testable idea, they should be predictive and they should actually survive some severe tests.  The action resonance theory (ART) may meet these requirements, linking energy as the basis of all force to sources of information, directing them to produce action as the perceivable output.  ART was designed to describe complex systems, but its wide range of application reduces the need for multiplicity of explanation, thus satisfying the criterion of greater simplicity posited by William of Ockham. 

Introduction

Karl Popper proposed that any new theory should satisfy three requirements.  The first was that the new theory should proceed from some simple, new, powerful, unifying idea with testable consequences.  It must also lead to the prediction of phenomena that so far have not been observed.  This second requirement ensures that the new theory will be fruitful as an instrument of exploration, even if it is refuted by the new tests.  The third requirement for a good theory is that it should actually pass some new, and severe, tests.  The action resonance theory (ART) is a rich source of predictions for phenomena not so far observed or examined in detail and it should therefore be independently testable.  Indeed, numerous untested predictions from the theory in thermodynamics, the elevation of greenhouse gases in the gravitational field and cooperative evolution have been outlined in the book.

Popper was a realist.  He preferred the objective viewpoint of Albert Einstein that physics sought to explain a real universe that would exist in the absence of human consciousness just as well, subjectively, with it.  For that reason, Popper was strongly opposed to the instrumentalist view of science, that science was merely a useful instrument to solve problems and need not correspond to truth.  He actively criticised instrumentalism, whether used by churchmen, as in the time of Galileo, or by other scientists, as is often the case even today.  Indeed, to Popper, science was much more than an operational method and it was not sufficient that hypotheses provided accurate predictions.  Good scientific theories do much more.  They should be able to provide objective knowledge about the universe.  And while churchmen had largely given up instrumentalism and even apologised in the 20th century for attempting to answer scientific questions from religious sources, many scientists still prefer instrumentalism. 

Partly for that reason, Popper like Einstein, opposed the Bohr school of quantum mechanics, with its subjectivist doctrines regarding belief in the uncertainty of position or momentum and the complementarity of waves and particles and how much it was possible to know about the electron.  Instead, he preferred a propensity theory of probability in relation to quantum mechanics (Popper, 1976, 1982).  This proposed that the Schrödinger wave function ( describes a real disposition about the locality of where an electron might be found and the likelihood that it would have a particular position or momentum.  This was a statistical, non-deterministic, viewpoint but one that still considered the electron was a real particle with momentum, although its properties were determined by its environment.          

Popper also favoured an evolutionary view of scientific development.  Testable theories and hypotheses needed to be advanced and as a result of these tests, we could eliminate one by one ideas that were inconsistent with the results.  Ultimate truth might be unattainable by science, but we could at least accumulate objective knowledge about the world that would gradually approach the truth (Popper, 1972).  

The action resonance theory (ART) was proposed (Kennedy, 2001) in Popper’s spirit of the search for objective knowledge.  ART is a realistic and testable hypothesis regarding the interaction between matter and energy, each critically exchanging momentum with the other.  It is a unified field theory so comprehensive that it could demand a “metaphysical research programme”, similar in scope to that said by Popper to be involved in Darwin’s theory of evolution.  In fact, ART provides a continuous theory of evolutionary development extending from the microcosm of the nucleus of the atom to the macrocosm of galaxies.  Biological evolution occupies a central zone of activity in this hierarchy, requiring both cosmic extremes for its proper expression.  Like all evolution, development represents an ongoing balance between internal forces and external forces in coherent matter, with the morphology or topology of this nested hierarchy of systems continuously expanding or contracting as a dynamic result of balance of forces.   

In ART, all forces owe their existence to the rate of impulses from energy, comprised of quanta themselves evolving from high frequency gamma rays through ultra-violet, light, infrared, microwaves, radio waves and, notably, of gravity waves consisting of quanta of very long wavelengths and low frequency.  An arbitrary decision made by physicists more than a century ago to regard gravitational potential energy as always negative, decreasing from zero at infinite separation, has led to the curious situation that most of the universe’s radiant energy is now ignored.  Instead, it is considered as potentially emerging from fluctuations in the underlying vacuum.  But action theory suggests instead that the universe’s energy is largely “dark” energy corresponding to emissions of minute gravitational quanta from material bodies near the absolute zero of temperature.  These carry impulses with momentum so small that we can consider changes in gravitational energy to proceed in a smooth, non-quantised, fashion indistinguishable from the continuous processes of classical physics.  

If this is true, then the accelerating rate of fall of an object in a gravitational field, such as that of the earth, should be considered as the result of an imbalance of background field energy, caused by the proximity of dense matter.  This is more akin to the energy-momentum or stress tensor employed by Einstein in his theory of general relativity than the instantaneous action at a distance of Newtonian gravitation.  This would mean that an unsupported object in the earth’s gravitational field falls at an increasing rate, not as a result of this mysterious action at a distance causing it to be attracted to the centre of the earth, but because there are insufficient impulses from energy quanta in the gravitational field underneath the object to hold it up, until it collides with the surface.  Precisely the same kind of forces can cause an electron to fall towards its nucleus, but they usually also ensure that the electron cannot accelerate to the speed of light by falling directly into it.  As remarked to the author by the Balliol Oxford, mathematician and scholar, Professor Les Woods, the action resonance theory as it applies to fields is “Faraday plus”.             

In ART then, the quantum mechanics of an electron and the wave function ( is grounded in this environment of minute gravitational quanta very much smaller than the quanta corresponding to electronic transitions in atoms.  Popper’s propensity theory, proposing a non-deterministic but realistic interpretation of the electron, would have a basis in action theory explaining the wave-particle conundrum in physical terms as a statistical function of the action field.  The indeterminancy of the momentum versus position of an electron would then reflect the variation from instant to instant in this background of minute quanta producing a probabilistic field of force.  The phenomena of scatter and interference associated with the behaviour of electrons and quanta at slits would be consistent with Popper’s propensity theory of probability.  This interpretation would correspond to the operation of a hidden variable in quantum mechanics, as anticipated by Einstein, and an ultimate microscale where his deterministic viewpoint of the universe might after all be true.  Indeed, the action field can produce the possibility of reconciliation for many seemingly contradictory points of view.      

Action and entropy
What is this dynamic property of action and how is it related to energy?  Action is described and explained by Kennedy (2000, 2001) and the reader is referred to these publications for more detailed information.  However, as a dynamic as well as thermodynamic property, action has the same physical dimensions as angular momentum (ML2T-1; mr2().  In quantum theory, action corresponds to the quantum state as designated a set of quantum numbers.  Each increase in quantum number of one unit is accepted as adding h/2( Joule.sec to the angular momentum or spin of elementary particles, such as electrons and nucleons or molecular assemblies of such particles.  ART is based on the idea that the action state of molecules is generated and sustained by the energy the system of molecules contains.  The greater the energy content of the field, the higher must be the action or quantum number.  As a result, macromolecules like proteins or DNA will have much more action per molecule at a given temperature than simple molecules of lower inertial mass.  However, this would be much less than the total action of its constituent atoms if these were not bound together at the same temperature, acting independently.   

Obviously, a higher action state will usually correspond to a higher energy content, although the kinetic energy of molecules will remain the same, characteristic of the temperature.  We conclude that the increased energy of higher action states is indicative of increased potential energy and of total energy, but not of kinetic energy.  Thus, the heat capacity of complex molecules like proteins, with much greater action, is greater.  In general, the relationship between action state and energy content is exponential, because of cooperative interactions between matter and energy, so that less energy is needed to increase the action by units of h/2( as the quantum number rises.  Indeed, since increasing the energy content of a molecular system at a given temperature corresponds to increasing its entropy, there is conjectured to be a logarithmic relationship between the action state and the entropy.  

This direct relationship with action infers that entropy is a dimensionless capacity factor indicating the distribution of matter in a system, allowing it to have a characteristic energy and action content.  Since there is a direct relationship between the action and the energy content of the system, and hence the entropy, it is now possible to unify three viewpoints of the nature of entropy (Kennedy, 2000).  

These viewpoints of entropy are: 

i) the original idea of Clausius, proposed around 1860, as the integral of the heat absorbed reversibly(Q), with respect to temperature (T),               

 
 dS =  dQrev/T; so S = (0TdQ/T,
Thus, entropy (S) can be considered as a cumulative heat capacity indicating the quantity of heat energy needed to reach T from absolute zero where the entropy is also zero.  The more complex molecules are, the more heat is needed to heat them and the greater their entropy per mole.  Entropy includes the heat needed for changes of state, such as fusion and vaporisation, where temperature remains constant, as for melting ice in water.

ii) the idea of Boltzmann and Gibbs, proposed around the 1880s, of entropy as a measure of the statistical distribution of molecules to physical states of different energy,


 
S ( -k(ipilnpi ( -k(i1/( .ln(1/() = k1n( , 

Here, k is Boltzmann’s constant, pi is the probability of a particular state with (ipi =1, but where different states may have different probability; for equal probability of each state,  pi = 1/( and (ipi = 1.  The greater the number of states available for different molecular complexions the greater the entropy.  Conversely, the more constrained a set of molecules, the lower the entropy.

iii) a newer idea advanced in 1983, based on a direct relationship between action (@) and entropy (S) per mole (N),
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@ = mr2( and  f =1, 2 or 3 indicating the relative mobility.
Both entropy and Boltzmann’s constant, usually given in physical units of Joules per degree Kelvin, are recognised in ART as pure numbers lacking physical dimensions.  Temperature, unlike the extensive energy content expressed as Joules or ergs, is an intensive quantity.  It is considered in ART as having the dimensions of energy intensity or torque.  If the entropy were zero, as is theoretically true at zero degrees Kelvin, the action would have a minimum value, equal for each couple to Planck’s quantum of action (h/2π), corresponding to the zero point and ground state energy.   

Thus, we now have three ways to measure the entropy of a system.  But the third way – the action-entropy relation - is proposed to be most complete, since it determines the key product, action.  This integrates the energy content necessary to sustain a particular temperature or torque and the resultant temperature-dependent equilibrium statistical distribution, a necessary result of the operation of action resonance exchange forces.  These action exchange forces provide the mechanism for continuously re-distributing molecules between the available physical states, adhering to a principle of least-action, leading to a hierarchical distribution of the total energy corresponding to the distribution of action states.  There is a natural relationship between these three points of view, based on physical reality rather than abstract mathematical ideas.  The entropy of the system of molecules then defines the magnitude of this energy field and the characteristic frequency range of the quanta will reflect a specific requirement for developing the torques reflected in the temperature.  But these quanta, reflective of the temperature, are superimposed  on a field or matrix of energy characteristic of the absolute mass of the molecules and its inertia.            

The second law of thermodynamics

The need to recognise the second law of thermodynamics was a surprise to scientists, who were just learning to accept the first law of conservation of energy.  Yet it was quickly accepted, based on the compelling experimental evidence.  Recognition of this law of increasing entropy was necessary to explain the limited efficiency of heat engines and the fact that the maximum mechanical work possible was controlled by the temperature difference of the engine’s working fluid in its cycle, in contact with the heat source and then in contact with the heat sink.  With no temperature gradient for the working fluid to recycle in, no work is possible.  The greater the temperature gradient, the greater the work possible as a proportion of the heat supplied.  

In ART, the simple reason for this limitation becomes crystal clear, as a necessary result of the relative action forces possible from thermal quanta in equilibrium with the working fluid at the two temperature extremes of each cycle.  The maximum work possible simply reflects the difference in the magnitude of the quanta existing in the fluid at these two extremes of temperature and the corresponding torques.  Any loss of efficiency by friction simply reduces the proportion of the energy that can be supplied to do work.         

The surprise arose because the mathematics of Newtonian processes predict that time should be a reversible factor.  Reversing the sign of t should simply allow any process, such as collision between hard spheres or molecules, to run backwards, like reversing a movie film.  So strong is this notion of reversibility in physics that Einstein preferred to think, as remarked by Popper, that irreversibility was merely an illusion, a result of unusual special initial conditions.  Yet all spontaneous processes causing significant change are irreversible, acting as a result of non-equilibrium.  In the real world, systems always evolve towards states of increasing entropy and Popper claims that this, too, is a statistical propensity as a result of local field conditions (Popper, 1972).  Only if all systems of molecules were continuously at equilibrium with their surroundings could the second law of increasing entropy fail to operate.  

However, such equilibrium in nature is rare or transient, almost a laboratory artifact, except perhaps in the universe’s coldest reaches where Einstein might be right after all.  Instead, the world is dominated by non-equilibrium and flows of energy and matter from one place to another or as one molecular form evolves to another.  Non-equilibrium is particularly obvious near hot stars, where a stream of radiating high frequency energy resulting from the annihilation of fusing matter produces a cascade of processes, all complying with the second law of increasing entropy and in conflict with the idea of Newtonian reversibility.  Evolution and biological processes above all exhibit this arrow of time of continuous changes in morphology and of development.

In ART, such irreversible, non-equilibrium, behaviour is considered as an obligation for living systems.  The ideal reversibility of Newtonian processes must therefore be an illusion or abstraction and Poincaré’s fundamental theorem that any initial state of a system is bound to recur (Kac, 1959) must be incorrect, except for conservative systems near equilibrium.  The real world is characterised by zones typically so far from equilibrium that they could never recur  -- unless they are specifically sustained by a continuing feature of the field.   Poincaré’s theorem can only be true for systems initially at equilibrium and subject to mild statistical fluctuations, or for systems exhibiting a steady state.  This conjecture, so much favoured by abstract mathematicians, should not be applied to the real world of strongly asymmetric and chaotic fields with strong gradients of dissipating energy.  

ART even provides the physical reason or efficient cause for irreversibility, as the direct result of the interaction between energy and matter and of gradients in the conditions of stress in the action field.  One interpretation of the second law is that waves of energy quanta of low entropy, characteristic of emissions from physical or chemical processes taking place at high temperature (gamma rays, x-rays, ultra-violet), are absorbed by surrounding zones of colder matter and reconstituted as quanta of lower frequency, longer wavelength and higher entropy.  These higher entropy quanta also carry impulses of lower magnitude, but preserving the same total propensity for impulse for a given amount or radiant energy in total.  The developing new topology or morphology ensures that the degree of stress experienced by matter by impulses from quanta is diminishing, providing the efficient cause for an arrow of time or favoured direction of events.  Such non-equilibrium processes can be sustained because high energy, low entropy, quanta are continuously produced as a result of collisions of material particles occurring at great pressure, such as at the centre of the sun.  Here, matter is morphologically rearranged in the fusion of hydrogen nuclei to helium.  In action theory, nuclear fusion is considered in principle as just another evolutionary process providing a model for chemical and biological evolution.  

If Newtonian mechanics appear to be reversible, this is only because of a failure to observe certain asymmetric features of the field that results in a favoured direction for the overall process to take.  This can be regarded as an exercise of hidden variables, causing variable though diminishing forces with time at a physical scale more microscopic than is usually considered.  An analogy to the Newtonian physicist’s viewpoint of reversibility would be the suggestion that a kettle just boiling on a gas flame is experiencing reversible vaporisation, in which condensation could also occur in the kettle.  In fact, as long as the flame continues to provide a flux of forcing heat radiation, the water level in the kettle will continue to fall until it boils dry!  Because rearrangements that increase the action and entropy are spontaneous and necessary in such conditions, this is the way that we as observers must conclude the process will proceed.               

The arrow of time

Popper was very concerned with the arrow of time, writing a paper on this topic himself (Popper, 1956).  He was fascinated by Ludwig Boltzmann’s treatment of this problem and his attempt to link it with changes in entropy.  Boltzmann in his H-theorem showed that “disordered states of a gas in a box are more probable than ordered states and concluded that there was a general mechanical law according to which closed systems tend to assume more and more probable states; which means that ordered systems tend to become more and more disordered the older they get, or that the entropy of a gas tends to increase with time”.  Zermelo objected that Poincaré’s recurrence theorem referred to above invalidated this conclusion, and this apparent flaw in Boltzmann’s argument to link entropy increase with time seemed to have been widely accepted.  Unfortunately, Boltzmann did not challenge the recurrence theorem as any objective realist should have, but relapsed into the subjectivism that the link between entropy increase and time was a matter of definition rather than physically based.     

Popper pointed out that there were also processes that do not seem to lead to an increase in entropy that do portray a clear arrow of time or directionality, such as an expanding spherical light wave, a process that sends particles to infinity or the gradually dissipating waves made by a stone dropped into a pond.  However, in ART all these processes displaying the arrow of time are associated with increases in action, as energy is absorbed by surrounding matter.  We should therefore consider the case of increasing entropy with time to be characteristic of a particular kind of system absorbing thermal energy whereas the exceptions pointed to by Popper are the same in principle when the link between absorption of light, thermal energy and gravitational energy is properly explained.  Given the ubiquity of absorptive matter, a spherical light wave will not continue to infinity, except as an abstract process!        

So action theory accepts the arrow of time as an objective necessity, as Popper’s commonsense viewpoint would have dictated.  Equally, it accepts physical causation from momentum exchanges as the logical basis of the arrow of time and would regard any attempt to portray this as a product of human psychology as misplaced.  As mentioned above, Boltzmann himself speculated that the arrow of time might be an anthropocentric idea, but was unable to develop this idea to a point of any significance.  ART claims instead that the arrow of time is an objective phenomenon, having a realistic physical basis that would apply equally well in the complete absence of animal consciousness.  Indeed, its recognition of the continuous interaction between matter and field energy must mean that all the universe involves communicating matter, a point that will be examined in more detail later in the context of information theory.  This interaction is the basis of the inertia of matter and its tendency to continue in its current state of motion.   

As a realist, Popper thought that Boltzmann’s experiment with an atemporal view was misguided.  “It brands unidirectional change as an illusion.  This makes the catastrophe of Hiroshima an illusion.  Thus, it makes our world an illusion and with it all our attempts to find out more about the world” (Popper, 1972).  He considered the predictive quality of propensities contributed to the arrow of time.  The substitution of the vacuum with the universal energy field in action theory, where the potential energy in conservative systems equals mc2 – mv2 (Kennedy, 2001), provide realistic, substantial support for propensities.   

However, there may still be a valid philosophical viewpoint that an atemporal  relationship to physics can be taken, for abstract reasons.  This could have advantages for critical analysis, but no one should think that such an abstract viewpoint corresponds to reality.  In nature, there are no true negatives, but only balancing points.  Yet it is profitable for abstract mathematical reasons to accept negatives in coordinate systems, or even the square root of minus one, i.  

Price (1996) suggests that the conclusion that time proceeds in the direction of increasing entropy is anthropocentric.  The reversibility of Newtonian physics demands that for philosophy at least, we should regard this as an arbitrary choice.  Thus, he claims, a neutral view would be preferable as more objective.  To a biologist and environmentalist, accustomed to dealing with evolutionary processes, this proposal is bizarre.  It can only be logically sustained if physical causation is abandoned and the consequences that normally follow particular actions are suspended.  Indeed, this is possible only from a God-like viewpoint of the universe and might be considered to display a level of arrogance surpassing even that of the official geocentric view of the middle ages.  Popper would have had no time for such a viewpoint.          

Certainly, it is possible to imagine a sudden complete reversal of the directions of all material motions in a system, so that they now run backwards.  Then, for an irreversible process, we would have decreasing entropy with time.  But this directly defies trusted principles of physics such as the conservation of momentum, as well as probability.  For example, the ongoing processes of randomisation, such as the rotation of molecules, which also randomise the directions of energy exchange, ensure that the degree of coherence required for an expanding wave to re-converge on itself, raising its amplitude, can never be achieved.  In action theory, probability is not an abstract game, or even one where one might introduce marbles or molecules into either one of two empty boxes at random in the hope that sooner or later a trial might occur where all the objects would be in one chamber with a vacuum in the other.  

Distributions in space and time in action theory always result from the continuing exercise of forces exerted as a necessary aspect of the interaction between energy and matter.  Not only would the paths of molecules need to be exactly reversed so that a gas released into a vacuum from another vessel could reconcentrate in  the first, but so would the paths of the quanta need to be reversed.  Here, an atemporal viewpoint could be helpful to realise the impossibility of reversal, because the extremely low probability is not a measure of likelihood on each occasion of n independent selections from equally likely possibilities such as (1/2)n.    Reversal is not a matter of waiting for an unusual series of selections, because the likelihood that the energy field actually causing dispersal will reverse, so that all the energy will return to the first chamber, is absolutely zero.   

There is, however, a method of achieving reversal of the flow.  That would be to bathe the walls of the primary chamber with a coolant near absolute zero of temperature, such as liquid helium.  In this way, both the molecules and the thermal energy associated with it could be withdrawn into the first chamber, the connection closed and the heat extracted now used to warm the gas to its previous temperature.  Such a process might appear like time reversal.  But the process would still be one of increasing entropy overall, when the redistribution of heat is considered, and not of decreasing entropy with time as required for time-reversal.                  

The role of information

Popper rejected subjectivist interpretations that information about the location of molecules could affect their entropy as a function of human knowledge, a theory confusing information with its meaning proposed by Szilard (Popper, 1972, p. 162).  Nevertheless, he was prepared to concede to Szilard that there could be a relationship between objective information and entropy.  To Popper, information constituted the degree of surprise possible in a physical arrangement.  He considered information to be about objective facts, quite independent of any ‘observer’ (Popper, 1982, p. 87).  Regarding theories, Popper equated their “logical content” with their “informative content”, pointing out that the more informative a theory is, the more it excludes.  Information must therefore be some objective property about natural systems, not requiring the human mind for its existence.

In action theory, information is one of the three basic objective properties of natural systems that are required to define them.  Energy, information and action form a trinity, implying efficient cause, direction or control and the physical state of the products or outputs respectively.  The structure of every material atomic particle implies information, since this will infer a choice of particular properties on the surrounding field, affecting the distribution of energy nearby and also the action that can develop or be sustained.  This suggests a close link between information as a logical expression of the material arrangement of a field and its propensity or potential to evolve in a particular way.              

All evolution must owe its cause to this conjunction of energy, information and action, with some role for chance.  However, in action theory (Kennedy, 2001), this objective, physical relationship ensures that there is no such thing as “blind chance”, as was proposed by Monod, in evolution.  On the contrary, non-equilibrium systems will evolve by continuously changing developing new action states according the quality of the information in the action field.  This notion of information is entirely consistent with that favoured by Popper, as an objective property of a system.  Information generated by evolution existed before life, as illustrated in the rich logic of the periodic table of the elements and the propensity of atomic particles to combine as molecules in many different ways with particular properties in each physical environment, tending to reach particular points of equilibrium.  The huge variety of possible combinations of atoms maximises the information content of systems because of huge number of possible choices available.  

Information as defined by Shannon in the mathematics of communication theory (Shannon and Weaver, 1949) is entirely consistent with this approach.  Indeed, its logarithmic relationship with the number of bits used in communication, similar to the logarithmic relationship of entropy to probability and of the action ratio is most logical.  Here, information is seen as taking a direct relationship to entropy, so that the higher the possible information content of a system, the more it has expressed its potential to evolve to a state of greater entropy.  Shannon’s colleague, the Rockefeller Foundation’s Warren Weaver (Shannon and Weaver, 1949) pointed out “That information be measured by entropy is, after all, natural when we remember that information, in communication theory, is associated with the amount of freedom of choice we have in constructing messages”.  Weaver explains in his impeccable English, itself a lesson in quality of information and its effective communication, that if one is concerned with a set of n independent symbols, or a set of n independent complete messages for that matter, whose probability of choice are p1, p2 . . . pn, then the actual expression for the information is



H =  (  [p1log p1 + p1log p1 +  . . . + pnlog pn]    

or 




H = ( ( pilog pi
The minus sign merely ensures that the sum of the individual terms indicated by the Greek symbol ( will be positive, since probabilities must be one or less and logarithms of numbers less than one are negative.  H will have its greatest value when two messages are equally probable, that is to say when p1 = p2 = ½ as when one is completely free to respond or choose between two messages.  When there are restrictions on choice and one message becomes more probable that the other the value of H decreases.  When only one choice is possible, it becomes zero.  Where many more messages and choices are possible, H or information will be largest when the probabilities are all equal.  

Such close mathematical similarity to Boltzmann’s theory of entropy related to the probability of arrangements for given energy states explains why information has been so readily equated to entropy.  It is important to realise that this concept of information has nothing to do with actual meaning and does not need to deal with the specific content of single messages at all, but only with the statistical character of an ensemble of messages and the effectiveness of the communication system.  Here, information and uncertainty find themselves partners.  An efficient communication system should be able to deal with all possible messages and the greatest information content is possible when the freedom to select between all possible messages is greatest.  Both Shannon and Weaver were interested in the application of information theory to the theory of language, an area also of great interest to Karl Popper in his relentless pursuit of objective knowledge.  Here, one can even commence to draw parallels between Popper’s devotion to the Open Society (Popper, 1962), freedom of choice and the effectiveness of communication.  Totalitarian systems restrict the freedom of choice and the possibilities for flows of information, as history has so often shown (Popper, 1960).  Historicism is also clearly the enemy of choice and the power of individuals to influence events by the quality of information that they can generate.           

Now that action theory allows us to see an actual physical relationship between entropy and action we can also recognise a link between the richness of the information content of a system (e.g. the number of bits) and its action state.  Higher action states imply a higher propensity for communication via energy exchange, contributing to the total information content of a system.  A correspondence between probability and action even exists in the geometry of high action states, which are more probable than low action states, according to the second law.  High action states for particles are characterised by greater exposure and capacity for communication.  The action field is more probe-able by energy when coherent particles are arranged in less dense and more relaxed, states of higher action, where the chaotic stresses imposed by energy are least strong, because the quanta involved carry less momentum between particles that a more widely separated.  Thus, the probability and the geometric probe-ability of a system correspond!  In action theory, this is the physical basis for propensity or statistical necessity and the fact that, overall, there is nothing more certain than an ergodic or randomly acting process (Kennedy, 2001), despite a range of contrasting possibilities in particular cases.                        

We can obviously extend this approach to biological systems and to the genotype x environment interaction (Kennedy, 2001, Chapter 7).  The genetic code implies particular morphologies for reproducing organisms.  DNA provides a means of selection and of magnifying the range of possible choices and the information possible.  The actual code in particular genomes or messages implies a constraint on the possible choices, so that elephants are to be found in Africa and Asia, where they are well adapted to their environments, but not in America or Australia.  We can say the same of kangaroos, who could not survive the predators of the African veldt.  But it is the freedom for different environments to choose appropriate genomes using natural selection that illustrates the engineering quality of this system, from the point of view of information.  

The richness of the genetic information allowed by the triplet code of DNA with its four different bases (43 or 64 different messages) and its interaction with the environment obviously defines biodiversity.  In action theory, evolution is seen as simply an intergenerational extension of morphogenesis, where the controlling code itself is allowed to vary as a result of its interaction with its environment, thus leading to changes in the form or behaviour of organisms.  This equation of biodiversity with richness of information and thus of entropy seems to clash with the common notion of entropy as disorder.  Even more clearly, we now need to revise our attitude to entropy as disorder, in relation to ecosystems.  On the contrary, higher states of entropy, action and information emerging from the operation of the second law of thermodynamics all speak of the higher biological order possible, a self-organising biodiversity, when it can be sustained by an adequate flow of energy as occurs on earth.    

The next round of progress in biotechnology, now focussed on the splicing of genes from one species to another and the search for cures to diseases, may soon become more concerned with understanding more general mechanisms of genetic expression.  Clearly, the code in DNA can specify material structures, such as the amino acid sequence of proteins and of enzymes.  But we should also expect a role for DNA in organisms expressed more directly through the action field, by its contribution to the information content of local environments, controlling morphogenesis itself or sustaining morphological structures once they are formed.  The 90% or more of the “redundant” DNA in the human genome, with no apparent role, more likely has an important function through action resonance, exerted forcefully and almost immediately between matter at the speed of light through the many bits of information of the associated energy field.                

Such an objective view of the role of information in action theory, quite independent of subjective states of mind, is completely consistent with Popper’s realistic view and his theory of the development of objective knowledge.

Chaos and disorder

From the new understanding with ART, it is obvious that one of the greatest sources of confusion in physical science is the linking of chaos and disorder with entropy.  On the contrary, chaotic conditions as understood in chaos theory are a result of extremely stressful non-equilibrium conditions of very low entropy compared to what they can become on relaxation of the system.  For example, chaos is evident where strong temperature gradients exist, where action exchange forces are far from balanced.  Such chaotic conditions are responsible for the earth’s weather, as heat from the earth’s surface is dissipated from tropical regions towards the poles in the swirling convective and advective action of cyclones and anticyclones.  Thus, chaotic conditions are relieved by dissipating energy into dynamic structures needing more energy to sustain them.  Such internal work may lower the temperature.  Where this is dissipated as thermal energy, we consider the relaxed state as one of higher entropy.  But the action of a cyclone is also a means of dissipating energy stress in a structure that is arguably more dynamically ordered than the chaotic state that preceded it.         

In this sense, chaos is characteristic of states of high free energy, weak information and low entropy.  These constrained states are in contrast to the physical states towards which systems spontaneously evolve, following the second law, where energy can be expressed in many more channels for communication.  Here, the relatively few high energy quanta of the stressful, chaotic state are dispersed into many more low energy quanta, exerting far less stress on the system because of the reduced strength of their impulses.     

To claim that entropy can be equated with disorder then seems most strange.  For the high entropy state is usually the more serene condition.  If disorder is considered as a word describing the state of dissipating high energy quanta as many more low energy quanta in the field, then use of the term may be justified.  However, chaos should never be considered as a synonym for states of high entropy and serious consideration should be given to abandoning the link between entropy and disorder altogether.  More relevant from the biological viewpoint is the need to recognise appropriate or optimum entropy states for the functioning of ecosystems.  Biological activity requires some degree of energy dissipation, so that sufficient information content and functional action can be generated.  All this becomes lucid in the action theory. 

 In ART, the appropriateness of the dissipative structures for energy as entropy generators of Prigogine and his Belgian school becomes obvious.  The title of the book “Order Out of Chaos” (Prigogine and Stengers, 1984) is extremely apt, although the case for recognising a new kind of irreversible thermodynamics to explain life is far less clear.  On the contrary, ART suggests that the thermodynamic problems raised by life have been exaggerated and that the law of increasing entropy will do admirably.  All that is required is a clearer understanding of the role of non-equilibrium and of the relationship between energy/entropy, information and action to see that the second law is quite adequate to explain the evolution of complex organisms and complex systems.      

Conclusion

The development of action theory owes a great deal to Popper’s thought.  The natural linkage it provides between the fundamentals of energy, matter as a source of information and action has only just begun to be explored.  The main power of ART is its capacity to unify different areas of science, not only the physical, chemical and biological but also the social sciences.  In a real sense, its natural focus on cooperativity transcends disciplines and provides common models that may be applied to diverse areas.  

 As such, it can be thought of as a metaphysical research programme that may bring many productive benefits.   

References

Kac, Mark (1959) Statistical Independence in Probability, Analysis and Number Theory.  John Wiley & Sons, New Jersey, USA  

Kennedy, I.R. (2000)  Action as a dynamic property of the genotype x environment interaction: Implications for biotechnology.  Acta Biotechnologica  20, 351-368. 

Kennedy, I.R. (2001)  Action in Ecosystems:  Biothermodynamics for Sustainability.  Research Studies Press, 251 pages, Baldock, UK. 
Popper, K.R. (1956)  The arrow of time.  Nature 177, 538.

Popper, K.R. (1960)  The Poverty of Historicism.  Routledge and Kegan Paul, London UK.

Popper, K.R. (1962)  The Open Society and Its Enemies.  Routledge & Kegan Paul, London UK.  

Popper, Karl R. (1972)  Objective Knowledge: An Evolutionary Approach, p. 44,  Oxford University Press, Oxford, UK.
Popper, Karl (1976) An Intellectual Biography, Unended Quest, Fontana/Collins Glasgow, IK.

Popper, Karl R. (1982)  Quantum Theory and the Schism in Physics,  Rowman and Littlefield, New Jersey, USA.
Price, Huw (1996)  Time’s Arrow & Archimedes’ Point.  Oxford University Press New York.

Prigogine, I. And Stengers I. (1984)  Order Out of Chaos:  Man’s New Dialogue with Nature.  Fontana, Glasgow UK.

Shannon, C.E. and Weaver, W. (1949) The Mathematical Theory of Communication.  University of  Illinois Press, Urbana.

PAGE  
1

